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Figure 1: Our SpeeDe3DGS pipeline accelerates rendering speed by 49.36×, reduces the number of
Gaussians by 12.77×, and shortens training time by 4.64× on the HyperNeRF chicken scene while
producing image quality comparable to the baseline Deformable 3D Gaussian Splatting model.

Abstract

Recent extensions of 3D Gaussian Splatting (3DGS) to dynamic scenes achieve
high-quality novel view synthesis by using neural networks to predict the time-
varying deformation of each Gaussian. However, performing per-Gaussian neural
inference at every frame poses a significant bottleneck, limiting rendering speed
and increasing memory and compute requirements. In this paper, we present
Speedy Deformable 3D Gaussian Splatting (SpeeDe3DGS), a general pipeline
for accelerating the rendering speed of dynamic 3DGS and 4DGS representations
by reducing neural inference through two complementary techniques. First, we
propose a temporal sensitivity pruning score that identifies and removes Gaussians
with low contribution to the dynamic scene reconstruction. We also introduce
an annealing smooth pruning mechanism that improves pruning robustness in
real-world scenes with imprecise camera poses. Second, we propose GroupFlow,
a motion analysis technique that clusters Gaussians by trajectory similarity and
predicts a single rigid transformation per group instead of separate deformations for
each Gaussian. Together, our techniques accelerate rendering by 10.37×, reduce
model size by 7.71×, and shorten training time by 2.71× on the NeRF-DS dataset.
SpeeDe3DGS also improves rendering speed by 4.20× and 58.23× on the D-NeRF
and HyperNeRF vrig datasets. Our methods are modular and can be integrated into
any deformable 3DGS or 4DGS framework.
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1 Introduction

Novel view synthesis is a long-standing problem in computer vision that aims to synthesize pho-
torealistic images from novel viewpoints given a limited set of input images. Neural Radiance
Fields (NeRFs) [31] have revolutionized this domain by modeling scenes as continuous volumetric
functions using multilayer perceptrons (MLPs) optimized via differentiable volume rendering. To
model dynamic scenes, NeRF variants incorporate time as an additional dimension, enabling 4D
scene reconstruction through techniques such as deformation fields [37]. Despite their high visual
fidelity, NeRF-based techniques suffer from slow rendering and high neural inference costs.

3D Gaussian Splatting (3DGS) [21] has emerged as a faster alternative, representing scenes as point
clouds of 3D Gaussian primitives rendered via a differentiable rasterizer. While originally developed
for static scenes, 3DGS has been extended to dynamic settings through both explicit and implicit
motion modeling. For instance, Dy3DGS[29] fits explicit 6-DoF trajectories to each Gaussian, while
Deformable 3DGS [50] and 4DGS [45] use deformation networks to predict time-varying geometry.
However, these dynamic extensions require per-Gaussian neural inference at each frame, which
significantly degrades rendering speed as model size increases.

In this paper, we propose Speedy Deformable 3D Gaussian Splatting (SpeeDe3DGS), a pipeline
that significantly accelerates dynamic 3DGS representations by reducing neural inference through two
complementary strategies. Our methods are motivated by two key insights. First, since a deformation
is predicted for every Gaussian, pruning Gaussians with low contribution to the dynamic scene
reconstruction directly lowers the inference load. Second, Gaussians that follow similar motion
patterns can be grouped, enabling a single shared trajectory to be predicted for each group instead of
separate deformations for each Gaussian. Although we integrate our approach into the Deformable
3D Gaussian Splatting (De3DGS) framework, our methods are modular and can be applied to any
similar deformable 3DGS or 4DGS framework. On the real-world NeRF-DS dataset, SpeeDe3DGS
accelerates rendering speed by 10.37×, compresses model size by 7.71×, and shortens training speed
by 2.71× – all while maintaining high image quality. We also observe rendering speedups of 4.20×
and 58.23×, model size reductions of 5.82× and 18.82×, and training time decreases of 2.07× and
5.22× on the synthetic D-NeRF [37] and real-world HyperNeRF [35] vrig datasets, respectively.

In summary, we propose the following contributions:

1. Temporal Sensitivity Pruning: A pruning strategy that reduces neural inference by identify-
ing and removing Gaussians with low contribution to the dynamic scene. We also introduce
an Annealing Smooth Pruning (ASP) mechanism that improves the robustness of pruning to
imprecise camera poses in real-world scenes.

2. GroupFlow: A motion analysis method that clusters Gaussians based on trajectory similarity
and predicts a shared rigid motion for each group, replacing per-Gaussian deformation and
thereby reducing neural inference.

2 Related Works

Neural Radiance Fields (NeRF) [31] have demonstrated impressive performance in photorealistic
novel view synthesis by modeling scenes as continuous volumetric functions using multilayer
perceptrons (MLPs) optimized via differentiable volume rendering. To extend NeRF to dynamic
scenes, many methods incorporate time as an additional dimension to enable 4D novel view synthesis.
Some approaches augment NeRF with explicit temporal modeling [5, 11, 42], while others adopt a
canonical space and learn deformation fields to capture motion [34, 35, 37]. More recent approaches
improve efficiency by employing grid-based representations to accelerate training and inference
without sacrificing visual quality [4, 9, 10, 12, 14, 26, 30, 36, 43].

Despite their visual fidelity, NeRF-based methods suffer from slow rendering and rigid scene repre-
sentation. To overcome these limitations, 3D Gaussian Splatting (3DGS) [21] was introduced as an
efficient alternative that models scenes as point clouds of 3D Gaussians rendered via differentiable
rasterization. Although originally designed for static scenes, a growing number of methods extend
3DGS to the temporal domain for dynamic scene reconstruction. Dy3DGS [29] fits an explicit
6-DoF trajectory to each Gaussian and applies physical regularization to for temporal consistency.
Deformable 3D Gaussian Splatting (De3DGS) [50] and 4D Gaussian Splatting (4DGS, CVPR) [45]
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Figure 2: Visual comparison of our baseline and SpeeDe3DGS methods. The combination of
pruning and GroupFlow delivers vastly faster results. Top: as from the NeRF-DS dataset. Middle:
basin from the NeRF-DS dataset. Bottom: trex from D-NeRF. Annealing smooth pruning, discussed
in Section 4.1.2, is used in the real-world scenes.

use implicit deformation fields to model motion, with the latter employing HexPlane [4] for efficient
encoding. 4DGS (ICLR) [49] jointly embeds space and time in a full 4D representation, enabling fast
rendering but requiring significantly more primitives.

2.1 Gaussian Pruning

Many Gaussians in static 3DGS reconstructions are redundant, and pruning them can significantly
reduce model size and improve rendering speed [7, 8, 16, 17, 32]. Most pruning approaches learn a
per-Gaussian pruning indicator [23, 53] or compute a heuristics-based score to rank remove Gaussians
with the lowest contribution to the scene [1, 2, 6, 8, 13, 24, 28, 32, 33]. Several methods extend these
ideas to dynamic scenes by adapting pruning scores to account for temporal variation [19, 25, 52].

PUP 3D-GS [17] introduces a Hessian-based sensitivity score that quantifies the contribution of each
Gaussian to scene reconstruction, enabling substantially more Gaussians to be pruned than heuristics-
based methods while preserving visual fidelity. Speedy-Splat [16] reduces the memory requirement
of this score and integrates it into the 3DGS training pipeline, achieving a 6.71× rendering speed-up
and a 10.6× reduction in model size. In Section 4.1, we extend Speedy-Splat’s sensitivity score to the
temporal domain and propose a noise-based regularization mechanism designed to improve pruning
robustness in real-world scenes.

2.2 Motion Analysis

Another strategy for compressing dynamic scenes is to reduce temporal complexity by decomposing
the scene into static and dynamic regions. Since most areas in real-world scenes remain static, several
methods identify dynamic regions through motion analysis [38, 44, 46, 47, 54] or use self-supervised
or segmentation-based techniques to assign Gaussians accordingly [44, 47]. By restricting 4D motion
modeling to dynamic regions, these approaches substantially reduce computational overhead.

However, static and dynamic decomposition is less effective for compressing objects with complex
non-rigid motion. To address this, several works have explored group-based motion modeling. SC-
GS [18] and SPGaussian [41] use control-point-based linear blend skinning with MLPs to model
motion, while RigGS [51] extracts sparse skeletons but still requires a residual MLP to preserve
quality. DynMF [22] uses optimizable polynomial motion bases, though inference is still costly due
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to the overhead of basis weights and neural computation. In contrast, our proposed approach in
Section 4.2 fits per-Gaussian trajectories and then explicitly groups Gaussians by motion similarity,
allowing a single rigid motion to be optimized per group and substantially reducing inference cost.

3 Background

3.1 3D Gaussian Splatting

3D Gaussian Splatting (3DGS) [21] represents scenes as parametric, point-based models composed
of 3D Gaussians. Given a set of ground truth training images Igt = {Ii ∈ RH×W }Mi=1, the scene
is initialized using Structure from Motion (SfM) to produce image pose estimates and a sparse
point cloud that serves as the initial means for the 3D Gaussians. Each image is paired with its
corresponding pose in Pgt = {ϕi ∈ R3×4}Mi=1 and used to optimize the scene.

Each 3D Gaussian primitive Gi is parameterized by three geometry parameters – mean µi ∈ R3,
scale si ∈ R3, and rotation ri ∈ R4 – and two appearance parameters – view-dependent spherical
harmonic color hi ∈ R16×3 and opacity σi ∈ R. The set of all parameters can be described as:

G = {Gi = {µi, si, ri, hi, σi}}Ni=1, (1)
where N is the number of Gaussians in the model. Given camera pose ϕ, the scene is rendered by
projecting all Gaussians to image space and compositing them via alpha blending. The value of the
2D projection of Gaussian Gi at pixel p is given by gi:

gi = eq, q = −1

2
(p− µi2D )Σi2D

−1(p− µi2D )
T , (2)

where µi2D is the projection of µi onto image space and Σi2D

−1 is the inverse of the 2D covariance
computed via the EWA Splatting approximation [55] of the perspectively projected 3D Gaussian.
The model is optimized via stochastic gradient descent on image reconstruction loss:

L(G|ϕ, Igt) = ||IG(ϕ)− Igt||1 + LD-SSIM(IG(ϕ), Igt), (3)
where IG(ϕ) is the rendered image for pose ϕ. During training, the scene is periodically densified by
cloning and splitting uncertain Gaussians and pruned by removing large and transparent Gaussians.

3.2 Deformable 3D Gaussian Splatting

A natural extension of 3DGS to dynamic scenes is to incorporate a learnable deformation field that
models motion by deforming Gaussians over time. These deformable 3DGS methods typically learn
a set of canonical 3D Gaussians G that represent the static scene geometry alongside a deformation
network D that predicts time-dependent offset to transform each Gaussian at a given timestep. In
addition to modeling the spatiotemporal trajectories of the means of the Gaussians, the deformation
network D may also predict rotations and scales as functions time. The set of deformed Gaussians at
time t, denoted by Gt, can be formulated as:

(µ+∆µ, r +∆r, s+∆s) = D(µ, r, s, t), (4)
where µ, r, and s are the canonical mean, rotation, and scaling parameters of the Gaussians, and
∆µ, ∆r, and ∆s are their predicted offsets time-dependent offsets. To render the scene at time t, the
deformed Gaussians Gt are passed to the 3DGS differential rasterizer in the same way as a set of
static Gaussians. During training, each camera pose ϕ is paired with its corresponding timestep t,
parameterizing the rendering process as IGt

(ϕ).

Deformable 3D Gaussian Splatting (De3DGS) [50] implements the deformation network D as an
MLP that predicts per-Gaussian trajectories. The amount of neural network inference scales with
the number of Gaussians in the model, making it a natural setting to demonstrate the benefits of our
proposed methods.

4 Method

Neural network inference is a major bottleneck in rendering speed for deformable 3DGS models. In
this section, we propose two methods to reduce this cost. While our SpeeDe3DGS approach extends
De3DGS, our methods are general and can be applied to any similar deformable 3DGS or 4DGS
framework. Figure 2 presents a qualitative comparison of our methods on each dataset in 5.1.
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Figure 3: Comparison of our pruning methods on the real-world NeRF-DS bell scene. Our pruned
models achieve higher SSIM than the baseline De3DGS model while using 11× fewer Gaussians.
The left sides of the renderings appear visually identical. On the right sides of the renderings, pruning
with ASP produces less temporal artifacts than both standard pruning and the unpruned baseline.

4.1 Temporal Pruning

Recent works have demonstrated that 3DGS models are heavily over-parameterized – comparable
image quality can be achieved with significantly fewer primitives [17]. Several papers introduce
pruning strategies to remove unimportant Gaussians from the model while preserving visual fidelity.
Motivated by the observation that reducing the number of primitives directly lowers the inference
load of the deformation network, we extend a recent pruning technique for static scenes to dynamic
reconstruction. Additionally, we propose an annealing smooth pruning mechanism that improves the
robustness of pruning scores to imprecise camera poses in dynamic real-world scenes.

4.1.1 Temporal Sensitivity Pruning Score

Our pruning approach builds directly on Speedy-Splat [16], which computes a per-Gaussian sensitivity
score to evaluate the contribution of each Gaussian to scene reconstruction. At each pruning step, a
fixed percentage of Gaussians with the lowest scores are removed. Specifically, the sensitivity pruning
score UGi

for Gaussian Gi is derived from its second-order sensitivity to the L2 loss – computed as
the Hessian of the L2 loss – across all training views:

UGi = ∇2
giL2 =

∑
ϕ,t∈Pgt

(
(∇giIGt(ϕ))

2
+ (IGt(ϕ)− Igt)∇2

giIGt(ϕ)
)
, (5)

where gi is the value of Gi projected onto image space given by Equation 2. When the L1 loss
approaches zero, the second term vanishes, leaving:

ŨGi
≈ ∇2

giL2 ≈
∑

ϕ,t∈Pgt

(∇giIGt
(ϕ))

2
. (6)

Like in static scenes, we observe that the L1 loss in dynamic scenes converges rapidly, making the
second-order approximation effective in practice. Accordingly, we square and aggregate the gradient
∇giIGt

(ϕ), which is already computed in the renderer’s backward pass, across all pixels and training
views to obtain obtain per-Gaussian pruning scores ŨGi

.

Notably, because deformation updates vary acrosss timesteps, these gradients are inherently time-
dependent and capture the second-order effects of each Gaussian and its deformations on the dynamic
scene reconstruction. As such, our resulting temporal sensitivity pruning score extends Speedy-
Splat’s method to account for each Gaussian’s contribution over time.

4.1.2 Annealing Smooth Pruning

Accurate pose estimation is a major challenge in many real-world datasets, especially in dynamic
scenes where motion introduces additional ambiguity. Training under imprecise poses can cause
models to overfit on specific frames, degrading generalization and leading to artifacts like spatial
jitter between frames [35]. To improve robustness in these settings, De3DGS introduces an annealing
smooth training (AST) mechanism that adds noise to the input timestamp in Equation 4 during
training to regularize the deformation network:

(µ+∆µ, r +∆r, s+∆s) = D(µ, r, s, t+ X (i)), (7)
X (i) = N(0, 1) · β ·∆t · (1− i/τ), (8)
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Figure 4: Diagram of GroupFlow. Given a 3D Gaussian model G and its deformations, we partition
it into groups by identifying a subset of Gaussian as control points and then assigning each Gaussian
to the control point hj with the most similar motion trajectory. We then estimate the trajectory of
each group via a rigid transformation [Rt

j |T t
j ] at each time step. This drastically reduces inference by

computing per-group instead of per-Gaussian deformations.

where X (i) is a linearly decaying Gaussian noise term applied at the i-th training iteration. Here,
N(0, 1) denotes standard normal noise, β = 0.1 is an empirically chosen scaling factor, ∆t is
the average time interval between frames, and τ = 20, 000 is the total number of iterations over
which the noise is annealed. AST improves temporal generalization in early training, preserves fine
details in dynamic objects by preventing over-smoothing in later stages, and reduces artifacts during
interpolation tasks on real-world data.

We observe that pruning Gaussians from real-world scenes can also introduce temporal artifacts not
present in the baseline model, indicating that sensitivity scores are susceptible to imprecise camera
poses and may overfit to specific timesteps. To address this, we propose an annealing smooth
pruning (ASP) mechanism, which adds the same linearly decaying Gaussian noise term X (i) to
the input timestamp when rendering views for computing sensitivity scores. This small perturbation
preserves the low L1 residual error required by the Hessian-based approximation in Equation 6.

ASP mitigates artifacts introduced by pruning and can even reduce artifacts present in unpruned
models. Temporal artifacts often appear only at specific timesteps and may go undetected when
sensitivity scores are computed using fixed timestamps. By injecting noise into the timestamps, ASP
lowers the temporal sensitivity scores of the Gaussians responsible for these artifacts, promoting their
early removal while allowing for finer refinement later in training. Figure 3 illustrates an example
where ASP produces cleaner results than both standard pruning and the unpruned baseline. ASP is
ablated on the NeRF-DS dataset in Section 5.

4.2 GroupFlow

Many dynamic objects in real-world scenes exhibit approximately rigid motion. Motivated by this
observation, we introduce GroupFlow, a grouping strategy that clusters Gaussians based on motion
similarity and predicts a single shared trajectory for each group rather than separate deformations for
each Gaussian. This reduces the number of trajectories that must be estimated by a neural network
while capturing dominant motion patterns in the scene.

4.2.1 Flow Grouping via Motion Analysis

Our flow grouping method starts with dense deformable 3D Gaussian model G that captures the
overall motion in the dynamic scene. Specifically, each deformable 3D Gaussian Gi is represented as
a sequence of that Gaussian’s means µt

i ∈ R3 across F timesteps or frames:

Mi = {µ0
i , µ

1
i , . . . , µ

F−1
i }, i ∈ {1, . . . , N}, (9)

where N = |G| is the total number of Gaussians. We denote the set of all Gaussian means across all
timesteps as M = {Mi}N1 . This unified 4D Gaussian representation enables similarity comparisons
across trajectories.

We designate the first timestep t = 0 as the canonical frame to ensure temporal consistency. To form
motion-based groups, we select J means ht

j ∈ R3 as control points via farthest point sampling on the
set of means at t = 0. All means µi are then assigned to the control point hj with the most similar
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trajectory obtained via:
argmin
j∈{1,...,J}

Si,j , (10)

Si,j = λrstdt(∥µt
i − ht

j∥) + (1− λr)meant(∥µt
i − ht

j∥), (11)
where Si,j is the trajectory similarity score between µi and control point hj , stdt(·) and meant(·)
denote the standard deviation and mean of time-varying residual µt

i − ht
j ∈ R3, and λr = 0.5 is an

empirically selected weighting ratio. All means assigned to the control point hj form a partitioning
group Mj on M.

Next, we estimate a time-varying rigid transformation for each group to capture its motion across time.
For each group j ∈ {1, . . . , J} and time t > 0, we estimate an SE(3) rigid transformation [Rt

j |T t
j ] that

maps this group from the canonical frame at time t = 0 to time t using Umeyama alignment [39, 40].
Specifically, we randomly sample a subset of means Mj

samp (|Mj
samp| = min{Nj , Nmax}) from

each group Mj and estimate their rigid transformation via:

argmin
Rt

j ,T
t
j

∑
µi∈Mj

samp

∥µt
i − (Rt

j(µ
0
i − h0

j ) + h0
j + T t

j )∥2, (12)

where µt
i is the mean at time t, µ0

i is the mean in the canonical frame at time t = 0, Nj = |Mj |
is the number of Gaussians in group Mj , and Nmax = 100 is an empirically selected threshold
representing the maximum number of means sampled per group. These group-wise motion parameters
{h0

j , R
t
j , T

t
j } represent the shared flow of the mean µi – and thus Gaussian Gi – within group Mj

over time.

4.2.2 Flow Group Training and Inference

To predict the deformation of µi ∈ Mj at timestep t, we apply an SE(3) rigid transformation [Rt
j |T t

j ]

to the canonical µ0
i , relative to its assigned control point hj :

µt
i = Rt

j(µ
0
i − h0

j ) + h0
j + T t

j . (13)

We set the shared flow {h0
j , R

t
j , T

t
j } of each group Mj as learnable parameters. This proposed

approach – GroupFlow – reduces the number of transformations predicted per timestep from N (one
per Gaussian) to J (one per group) by enabling all Gaussians within a group to share the same motion
parameters. The reduced inference load significantly accelerates both rendering speed and training
time. We ablate rotation modeling and linear blend skinning in Appendix A.5

5 Experiments

5.1 Datasets

We evaluate our methods using seven real-world scenes from NeRF-DS [48], eight synthetic scenes
from D-NeRF [37], and the four real-world scenes from the vrig subset of HyperNeRF [35]. For
consistency across experiments, we use the COLMAP pose estimates and sparse point clouds provided
by the dataset authors. Appendix A.2 reports metrics for the eight HyperNeRF scenes, many of which
lack evaluation sets, that are evaluated in the Appendix of the De3DGS paper.

5.2 Implementation Details

Our SpeeDe3DGS pipeline integrates our pruning and GroupFlow methods into the De3DGS training
pipeline. All scenes are trained for 30, 000 iterations. We adopt the pruning schedule from Speedy-
Splat. Our pruning percentages – 80% during densification and 30% thereafter – are ablated in
Appendix A.3. GroupFlow is initialized with J = 200 groups after densification completes at
iteration 15, 000. The number of groups is ablated in Appendix A.4, and the inclusion of rotation
modeling and linear blend skinning are ablated in Appendix A.5. Pruning score computation and
grouping take seconds, and ASP adds negligible overhead [50]. Metrics are collected on an NVIDIA
RTX A4000 GPU whenever possible – the sole exception is that the training times in Section 6.3 are
collected on an NVIDIA RTX A6000. The reported results represent the average metrics across three
independent runs for each scene.
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Table 1: Results on the real-world NeRF-DS Dataset. The P column denotes the usage of pruning,
A denotes ASP, G denotes GroupFlow, and Size denotes the combined size of the deformation network
parameters and the .ply file. The best and second best metrics are highlighted. Our FPS and
training times are collected on an A4000. Per-scene metrics are reported in Appendix A.1.

P A G PSNR ↑ SSIM ↑ LPIPS ↓ FPS ↑ Size (MB) ↓ # Gaussians ↓ Train Time ↓

23.79 0.8506 0.1786 35.38 (1.00×) 34.55 (1.00×) 133.60K (1.00×) 34.8m (1.00×)
✓ 23.73 0.8475 0.1907 303.98 (8.47×) 4.68 (7.38×) 11.58K (11.25×) 16.2m (2.15×)
✓ ✓ 23.78 0.8509 0.1856 304.20 (8.60x) 4.62 (7.48×) 11.34K (11.78×) 16.0m (2.17x)

✓ 22.21 0.7862 0.2358 298.90 (8.45x) 34.87 (0.99×) 140.08K (0.95x) 21.4m (1.63x)
✓ ✓ ✓ 23.42 0.8449 0.1944 366.73 (10.37x) 4.48 (7.71×) 11.51K (11.61x) 12.9m (2.71x)

Table 2: Results on the synthetic D-NeRF dataset. Pruning is performed without ASP. Size denotes
the combined size of the deformation parameters and the .ply file. The best and second best
metrics are highlighted. Our FPS and training times are collected on an A4000. Per-scene metrics
and numbers of Gaussians for our methods are reported in Appendix A.1.

Method PSNR ↑ SSIM ↑ LPIPS ↓ FPS ↑ Size (MB) ↓ Train Time ↓
D-NeRF [37] 29.67 0.95 0.08 0.1 - -
TiNeuVox-B [9] 32.67 0.97 0.04 1.5 48 28m
K-Planes [10] 32.61 0.97 - 0.97 418 52m
HexPlane [4] 31.04 0.97 0.04 2.5 38 11.5m
FFDNeRF [15] 32.68 0.97 0.04 <1 - -

4DGS (CVPR) [45] 34.05 0.98 0.02 82 18 20m
4DGS (ICLR) [49] 32.99 0.97 0.03 376 278 -
C-D3DGS [20] 32.19 0.97 0.04 150 159 8m
SC-GS [18] 43.31 0.99 0.01 295 - -

De3DGS [50] (Baseline) 38.90 0.9891 0.0143 97.38 (1.00x) 16.83 (1.00×) 22.1m (1.00x)
+ Pruning (Ours) 36.23 0.9795 0.0344 383.91 (3.94x) 2.89 (5.82×) 11.5m (1.92x)
+ GroupFlow (Ours) 36.35 0.9852 0.0181 393.47 (4.04x) 16.84 (1.00×) 15.2m (1.46x)
+ Both (Ours) 34.83 0.9767 0.0371 409.29 (4.20x) 2.89 (5.82×) 10.6m (2.07x)

6 Results

6.1 Evaluation on NeRF-DS

As shown in Table 1, SpeeDe3DGS accelerates the inference and training speed of the NeRF-DS
dataset by 10.37× and 2.71×, respectively. Pruning with ASP consistently achieves better image
quality, fewer primitives, and faster inference and training speed than the standard pruning method.
Models pruned with ASP maintain comparable image quality to the unpruned baseline despite using
11.78× fewer Gaussians. Figure 3 illustrates an example where ASP yields cleaner results than both
the standard pruning method and the unpruned baseline. Interestingly, GroupFlow performs better
when used in conjunction with pruning – Gaussian motion in real scenes is often noisy, so pruning
may reduce the amount of noise in the motion analysis and transformation optimization.

6.2 Evaluation on D-NeRF

On the synthetic D-NeRF dataset, presented in Table 2, SpeeDe3DGS improves rendering speed by
4.20×, compresses model size by 12.95×, and shortens training time by 2.07×. ASP is not used in
these experiments because synthetic scenes provide exact ground-truth camera poses. GroupFlow
outperforms pruning in both image quality and rendering speed, likely due to the low-noise nature
of Gaussian motion in synthetic environments. SpeeDe3DGS produces smaller model sizes, faster
rendering speeds, and shorter training times than all compared methods.

6.3 Evaluation on HyperNeRF

Table 3 reports results for the four scenes in the vrig subset of the real-world HyperNeRF dataset.
SpeeDe3DGS accelerates accelerates rendering speed by a drastic 58.23× while compressing model
size by 18.82× and contracting training time by 5.22× – far surpassing all compared methods. When
applied individually, pruning and GroupFlow produce much smaller rendering speed-ups of 16.06×
and 21.93×, respectively, emphasizing the complementary benefits of combining our proposed
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Table 3: Method comparison on the real-world HyperNeRF “vrig” dataset. Pruning is performed
with ASP. Size denotes the combined size of the deformation parameters and the .ply file. LPIPS is
not reported by the other methods. The best and second best metrics are highlighted. Our FPSs are
collected on an A4000 and our training times are collected on an A6000 due to memory constraints.
Per-scene metrics and numbers of Gaussians for our methods are reported in Appendix A.1, and
Appendix A.2 records metrics for eight additional HyperNeRF scenes.

Method PSNR ↑ SSIM ↑ FPS ↑ (A4000) Size (MB) ↓ Train Time ↓ (A6000)

Nerfies [34] 22.2 0.803 <1 - ∼h
HyperNeRF [35] 22.4 0.814 <1 - 32h
TiNeuVox-B [9] 24.3 0.836 1 48 30m

3D-GS [21] 19.7 0.680 55 52 40m
FFDNeRF [15] 24.2 0.842 0.05 440 -
4DGS (CVPR) [45] 25.2 0.845 34 61 1̃h
E-D3DGS [3] 25.43 0.697 139.3 33 1h15m

De3DGS [50] (Baseline) 22.68 0.6118 7.42 (1.00x) 222.79 (1.00×) 1h51.3m (1.00x)
+ Pruning (Ours) 22.50 0.6001 119.22 (16.06×) 13.15 (16.94×) 27.9m (3.99×)
+ GroupFlow (Ours) 21.00 0.5761 162.81 (21.93×) 205.23 (1.09×) 58.8m (1.89×)
+ Both (Ours) 21.08 0.5821 432.33 (58.23×) 11.84 (18.82×) 21.3m (5.22×)

techniques. Metrics for the eight HyperNeRF scenes evaluated in the Appendix of De3DGS are
reported in Appendix A.2.

Training the baseline banana scene exceeds the memory capacity of the NVIDIA RTX A4000 GPU
used for our other experiments, so we train these scenes on an NVIDIA RTX A6000 GPU and
subsequently collect rendering speeds on the A4000. Notably, pruning enables all scenes to train
succesfully on the A4000. The HyperNeRF dataset is known to have imprecise camera poses that
negatively affect visual quality [27, 35, 50].

7 Limitations

As discussed in Section 4, our methods are general and can be applied any similar deformable 3DGS
or 4DGS framework. We choose to extend De3DGS to highlight the benefits of our method, but
this choice also inherits the limitations of De3DGS. For instance, De3DGS struggles to fit scenes
with noisy camera poses like the ones in the HyperNeRF dataset [35, 50], so our pipeline exhibits
similar behavior in Section 6.3. The motion analysis in GroupFlow similarly relies on the quality of
the Gaussian trajectories modeled by the dynamic representation, but De3DGS does not incorporate
strong motion priors like the methods in Section 2.2. Additionally, since the baseline D-NeRF scenes
already contain few Gaussians, aggressive pruning ratios can sometimes degrade reconstruction
results. While integrating our methods into a different framework could potentially yield even better
results, Section 5 demonstrates that our SpeeDe3DGS pipeline already outperforms existing methods
in rendering speed, training time, and model size, while producing comparable image quality.

8 Conclusion

In this paper, we present Speedy Deformable 3D Gaussian Splatting (SpeeDe3DGS), a method that
accelerates dynamic 3DGS representations by reducing neural inference through two complementary
techniques. First, we propose a temporal sensitivity pruning score that identifies and removes
Gaussians with low contribution to dynamic scene reconstruction, eliminating their inference overhead.
We improves the robustness of pruning to imprecise camera poses in real-world scenes with a novel
annealing smooth pruning mechanism. Second, we introduce GroupFlow, a motion analysis method
that clusters Gaussians with similar trajectories and predicts a single shared motion per group instead
of per Gaussian. Combined, these techniques accelerate rendering by 10.38×, compress model size
by 7.71×, and reduce training time by 2.71× on the real-world NeRF-DS dataset. Our SpeeDe3DGS
methods are general and can be applied to any deformable 3DGS or 4DGS framework.
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A Appendix

A.1 Per-Scene Metrics

PSNR, SSIM, LPIPS, FPS, and training times for each scene from the NeRF-DS, D-NeRF, and
HyperNeRF vrig datasets are recorded in Tables 4, 5, 6, 7, and Table 8, respectively. The experimental
setup is outlined in Section 5.2; the reported metrics are averaged over three independent runs to
reduce variance. Pruning is performed with ASP on the NeRF-DS and HyperNeRF datasets. All
metrics are collected with an NVIDIA RTX A4000 GPU with the exception of training time on the
HyperNeRF dataset, which is collected with an A6000 due to memory constraints.

Table 4: PSNR ↑ on each scene. P denotes the usage of pruning and G denotes GroupFlow.

NeRF-DS D-NeRF HyperNeRF vrig
P G as basin bell cup plate press sieve balls warrior hook jacks lego mutant standup trex broom printer chicken banana

25.94 19.67 25.20 24.48 20.32 25.53 25.39 41.04 41.17 36.60 37.29 32.00 41.93 43.43 37.72 20.41 20.49 22.90 26.90
✓ 25.96 19.63 25.48 24.59 20.38 25.38 25.08 37.96 39.44 34.37 35.50 30.18 37.39 39.18 35.82 20.43 20.26 22.78 26.52

✓ 25.30 19.30 19.33 23.82 17.83 24.71 25.18 37.61 40.13 34.67 34.87 29.97 39.38 39.64 34.60 18.94 20.96 22.90 21.19
✓ ✓ 25.64 19.42 25.01 23.88 19.86 24.75 25.20 36.69 38.79 32.97 33.52 29.52 36.36 37.15 33.61 18.76 20.96 23.11 21.50

Table 5: SSIM ↑ on each scene. P denotes the usage of pruning and G denotes GroupFlow.

NeRF-DS D-NeRF HyperNeRF vrig
P G as basin bell cup plate press sieve balls warrior hook jacks lego mutant standup trex broom printer chicken banana

0.8823 0.7929 0.8463 0.8866 0.8108 0.8625 0.8729 0.9956 0.9866 0.9848 0.9892 0.9753 0.9942 0.9939 0.9930 0.3213 0.6487 0.6100 0.8673
✓ 0.8801 0.7936 0.8509 0.8890 0.8104 0.8613 0.8710 0.9922 0.9788 0.9731 0.9818 0.9584 0.9799 0.9852 0.9868 0.2909 0.6423 0.6120 0.8553

✓ 0.8630 0.7762 0.5585 0.8743 0.7163 0.8514 0.8636 0.9936 0.9839 0.9803 0.9855 0.9695 0.9915 0.9903 0.9894 0.2359 0.6570 0.6203 0.7913
✓ ✓ 0.8696 0.7871 0.8420 0.8812 0.8054 0.8551 0.8668 0.9911 0.9771 0.9683 0.9781 0.9555 0.9775 0.9823 0.9836 0.2413 0.6624 0.6279 0.7970

Table 6: LPIPS ↓ on each scene. P denotes the usage of pruning and G denotes GroupFlow.

NeRF-DS D-NeRF HyperNeRF vrig
P G as basin bell cup plate press sieve balls warrior hook jacks lego mutant standup trex broom printer chicken banana

0.1832 0.1869 0.1596 0.1587 0.2210 0.1914 0.1495 0.0086 0.0265 0.0176 0.0143 0.0215 0.0069 0.0089 0.0104 0.5171 0.2500 0.2077 0.1381
✓ 0.1924 0.1966 0.1635 0.1595 0.2312 0.1985 0.1571 0.0188 0.0534 0.0422 0.0291 0.0489 0.0333 0.0262 0.0236 0.6672 0.2724 0.2301 0.1603

✓ 0.2096 0.2150 0.3389 0.1788 0.3341 0.2104 0.1637 0.0112 0.0308 0.0220 0.0181 0.0271 0.0099 0.0121 0.0130 0.7114 0.2610 0.2287 0.2140
✓ ✓ 0.2073 0.2074 0.1718 0.1723 0.2383 0.2085 0.1640 0.0204 0.0567 0.0466 0.0325 0.0508 0.0358 0.0288 0.0253 0.7168 0.2742 0.2304 0.2146

Table 7: FPS ↑ on each scene. Speed-ups ↑ are reported in (parentheses). P denotes the usage of
pruning and G denotes GroupFlow. Metrics are collected on an NVIDIA RTX A4000 GPU.

NeRF-DS D-NeRF HyperNeRF vrig
P G as basin bell cup plate press sieve balls warrior hook jacks lego mutant standup trex broom printer chicken banana

39.89 33.81 24.00 36.53 36.87 38.51 38.05 63.61 210.10 75.99 131.88 40.40 60.98 148.34 47.77 3.32 14.28 8.87 3.22
(1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×)

✓ 341.59 305.66 234.88 298.36 320.10 322.56 306.22 426.35 374.97 368.02 362.88 330.31 369.87 485.08 353.83 166.67 147.19 111.83 51.19
(8.56×) (9.04×) (9.79×) (8.17×) (8.68×) (8.38×) (8.05×) (6.70×) (1.78×) (4.84×) (2.75×) (8.18×) (6.07×) (3.27×) (7.41×) (50.15×) (10.31×) (12.61×) (15.88×)

✓ 297.10 277.93 316.34 296.29 319.97 304.39 280.29 283.70 597.41 368.03 462.07 282.49 389.60 458.82 305.67 163.99 215.30 175.84 96.09
(7.45×) (8.22×) (13.18×) (8.11×) (8.68×) (7.90×) (7.37×) (4.46×) (2.84×) (4.84×) (3.50×) (6.99×) (6.39×) (3.09×) (6.40×) (49.34×) (15.08×) (19.82×) (29.80×)

✓ ✓ 357.41 332.12 358.51 359.96 343.21 359.87 365.83 329.20 398.49 484.96 488.86 437.27 375.01 389.12 371.42 494.61 432.94 443.29 358.47
(8.96×) (9.82×) (14.94×) (9.85×) (9.31×) (9.35×) (9.61×) (5.18×) (1.90×) (6.38×) (3.71×) (10.82×) (6.15×) (2.62×) (7.78×) (148.82×) (30.32×) (49.97×) (111.18×)

Table 8: Training time ↓ in minutes on each scene. Speed-ups ↑ are reported in (parentheses).
P denotes the usage of pruning and G denotes GroupFlow. Metrics for the NeRF-DS and D-NeRF
datasets are collected on an NVIDIA RTX A4000 GPU; metrics for the HyperNeRF dataset are
collected on an RTX A6000.

NeRF-DS (A4000) D-NeRF (A4000) HyperNeRF vrig (A6000)
P G as basin bell cup plate press sieve balls warrior hook jacks lego mutant standup trex broom printer chicken banana

31.66 35.44 44.90 34.54 31.90 32.49 32.81 26.53 10.97 20.74 13.90 36.46 24.30 13.47 30.18 164.44 42.64 64.75 173.21
(1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×) (1.00×)

✓ 15.15 16.57 20.50 16.17 13.57 14.89 15.42 11.93 8.22 11.28 8.91 16.63 12.56 8.51 13.93 26.25 15.28 20.81 49.24
(2.09×) (2.14×) (2.19×) (2.14×) (2.35×) (2.18×) (2.13×) (2.22×) (1.33×) (1.84×) (1.56×) (2.19×) (1.94×) (1.58×) (2.17×) (6.27×) (2.79×) (3.11×) (3.52×)

✓ 18.85 21.63 25.63 20.49 21.28 21.18 20.65 18.33 10.43 13.86 10.85 22.69 16.08 10.64 18.56 64.34 24.72 39.12 107.20
(1.68×) (1.64×) (1.75×) (1.69×) (1.50×) (1.53×) (1.59×) (1.45×) (1.05×) (1.50×) (1.28×) (1.61×) (1.51×) (1.27×) (1.63×) (2.56×) (1.72×) (1.66×) (1.62×)

✓ ✓ 13.07 13.65 15.83 14.04 11.17 12.61 12.43 11.51 8.38 10.11 8.42 14.41 11.34 8.66 12.32 21.25 11.46 14.20 38.42
(2.42×) (2.60×) (2.84×) (2.46×) (2.86×) (2.58×) (2.64×) (2.31×) (1.31×) (2.05×) (1.65×) (2.53×) (2.14×) (1.55×) (2.45×) (7.74×) (3.72×) (4.56×) (4.51×)
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Table 9: Results on the eight real-world HyperNeRF scenes that are evaluated in the De3DGS
paper [50]. P denotes the usage of pruning, G denotes GroupFlow, and Size denotes the combined
size of the deformation parameters and the .ply file. LPIPS is not reported by the other methods. The
best and second best metrics are highlighted. Our FPS measurements are collected on an A4000

and our training times are collected on an A6000 due to memory constraints.

P G FPS ↑ (A4000) Size (MB) ↓ # Gaussians ↓ Train Time ↓ (A6000)

9.55 (1.00×) 151.10 (1.00×) 630.67K (1.00×) 82.0 (1.00×)
✓ 104.36 (10.92×) 13.68 (11.05×) 49.63K (12.71×) 28.5 (2.88×)

✓ 148.58 (15.55×) 150.91 (1.00×) 630.72K (1.00×) 56.0 (1.47×)
✓ ✓ 319.60 (33.46×) 13.34 (11.32×) 49.06K (12.86×) 22.7 (3.62×)
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Figure 5: We sweep pruning percentages in 5% increments for densification-stage pruning (0%,
50%− 95%) and post-densification pruning (0%− 40%) on all scenes listed in Section 5.1. Experi-
ments are performed 3× on each scene without ASP or GroupFlow; the reported metrics are averaged
across all runs. (0%, 0%) is the baseline 3DGS model, the first row (:, 0%) is densification-stage
pruning in isolation, and the first column (0%, :) is post-densification pruning in isolation. The red
dots at (80%, 30%) denote our selected percentage settings. We report the FPS increase and the
Number of Gaussians and Train Time decrease factors to be consistent with the format in Table 1.

A.2 Additional HyperNeRF Evaluation

Table 9 records FPS, size in MB, number of Gaussians, and training time in minutes for eight
real-world HyperNeRF scenes: espresso, americano, cookie, chicken, torchocolate, lemon, hand,
and printer. Following De3DGS [50], image quality metrics are not reported because most scenes
lack evaluation sets. FPS is collected on an NVIDIA RTXA4000 and training time is collected on an
A6000 due to memory constraints. Our methods substantially improve inference speed, model size,
and training time.

A.3 Ablation on Pruning Percentages

We follow the pruning schedule proposed in Speedy-Splat [16]. In Figure 5, we perform a parameter
sweep over densification-stage and post-densification pruning percentages in 5% intervals. We con-
duct each experiment 3× on the NeRF-DS and D-NeRF scenes listed in Section 5.1 to reduce variance,
then average the metrics across all runs. All experiments are run without ASP and GroupFlow to
isolate the effects of our standard pruning method in isolation. Our (80%, 30%) pruning percentages
are empirically selected to produce a favorable balance between speed and quality.
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Table 10: Group count J on the D-NeRF dataset. The Params column reports deformation
parameter size in MB, and Train reports training time in minutes. The parameters for our selected
J = 200 groups uses less memory than the De3DGS MLP. Accurate measurements are collected by
averaging metrics across three independent runs to reduce variance.

J PSNR ↑ SSIM ↑ LPIPS ↓ Params ↓ FPS ↑ Train ↓
Baseline 38.90 0.9891 0.0143 1.94 (1.00×) 97.38 (1.00×) 22.1 (1.00×)

50 35.23 0.9829 0.0208 0.80 (2.43×) 393.84 (4.04×) 15.33 (1.44×)
100 36.00 0.9846 0.0189 1.11 (1.74×) 392.87 (4.03×) 15.15 (1.46×)
200 36.35 0.9852 0.0181 1.74 (1.12×) 393.47 (4.04×) 15.18 (1.46×)
500 36.78 0.9861 0.0173 3.62 (0.54×) 396.45 (4.07×) 15.08 (1.47×)

1000 36.96 0.9864 0.0171 6.75 (0.29×) 397.16 (4.08×) 15.09 (1.46×)

Table 11: Ablation on GroupFlow design choices in the synthetic D-NeRF dataset. The rotation
offset modeling and linear blend skinning (LBS) variants are ablated independently.

Method PSNR ↑ SSIM ↑ LPIPS ↓ Params ↓ FPS ↑ Train ↓
Baseline 38.90 0.9891 0.0143 1.94 (1.00×) 97.38 (1.00×) 22.1 (1.00×)
+ GroupFlow 36.35 0.9852 0.0181 1.74 (1.12×) 393.47 (4.04×) 15.18 (1.46×)
w/ Rotation 36.22 0.9849 0.0178 1.74 (1.12×) 236.87 (2.43×) 15.54 (1.42×)
w/ LBS 33.89 0.9799 0.0243 1.74 (1.12×) 328.76 (3.38×) 19.04 (1.16×)

A.4 Ablation on Number of Groups

Table 10 ablates the number of groups J on the D-NeRF dataset. We find that increasing J yields
higher image quality by allowing more degrees of freedom for the grouped flows to fit the scene’s
motion. Despite varying group counts, rendering speed and training time are similar across the
experiments due to efficient parallelization. However, the number of learnable parameters scales
linearly with J . We select J = 200 for our experiments to maintain image quality while using
1.74MB of parameters – less than the 1.94MB required by the baseline De3DGS deformation MLP.
Notably, even with J = 1000, the number of parameters remains lightweight at just 6.75MB, yielding
higher image quality than our chosen configuration with minimal additional overhead.

A.5 Ablation on GroupFlow Design Choices

Table 11 ablates alternative design choices for GroupFlow on the D-NeRF dataset. Specifically, we
consider two variants: rotation offset modeling, where each Gaussian rotates relative to its group,
and linear blend skinning (LBS), where each Gaussian is influenced by multiple neighboring control
points. Detailed descriptions of these methods are provided in the subsections below. All experiments
use J = 200 groups, with results averaged over three independent runs. Neither variant improves
image quality, and both incur additional computational overhead that slows rendering and training.
These findings underscore the effectiveness of our design choices in our GroupFlow method described
in Section 4.2, which achieves the best performance across all metrics.

A.5.1 Rotation Offset Modeling

Our GroupFlow method assigns each Gaussian a fixed rotation quaternion r ∈ R4. An alternative
design is to model the Gaussian’s rotation as a time-varying offset:

rti = Rt
jr

0
i , (14)

where Rt
j is the rotation matrix of group j at time t, and r0i is the canonical rotation of Gaussian Gi.

We parameterize Rt
j using a Lie algebra (so(3)) 3D vector representation to avoid the redundancy of

explicit matrices or quaternions. However, applying Equation 14 requires converting both Rt
j and r0i

to matrix form before multiplication, resulting in additional computational overhead and, as shown in
Table 11, slower inference.
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A.5.2 Linear Blend Skinning

SC-GS [18] adopts Linear Blend Skinning (LBS) to model non-rigid motion, allowing each Gaussian
Gi to be influenced by a set of neighboring control points Ni rather than a single control point:

µt
i =

∑
k∈Ni

wikR
t
k(µ

0
i − h0

k) + h0
k + T t

k, (15)

where wik denotes the influence weight of control point k on Gaussian Gi.

wik =
ŵik∑

k∈Ni
ŵik

,where ŵik = exp(− d2ik
2σ2

k

), (16)

where dik is the distance between mean of Gaussian µi and the neighboring control point h0
k, σk is

the learned radius parameter of h0
k. While LBS enables more flexible deformations, it introduces

sensitivity to the choice of neighborhood size |Ni| = 5 and can struggle with handling complex
topological variations. Furthermore, as reported in Table 11, it incurs additional computational
overhead that slows down inference.

17


	Introduction
	Related Works
	Gaussian Pruning
	Motion Analysis

	Background
	3D Gaussian Splatting
	Deformable 3D Gaussian Splatting

	Method
	Temporal Pruning
	Temporal Sensitivity Pruning Score
	Annealing Smooth Pruning

	GroupFlow
	Flow Grouping via Motion Analysis
	Flow Group Training and Inference


	Experiments
	Datasets
	Implementation Details

	Results
	Evaluation on NeRF-DS
	Evaluation on D-NeRF
	Evaluation on HyperNeRF

	Limitations
	Conclusion
	Acknowledgments
	Appendix
	Per-Scene Metrics
	Additional HyperNeRF Evaluation
	Ablation on Pruning Percentages
	Ablation on Number of Groups
	Ablation on GroupFlow Design Choices
	Rotation Offset Modeling
	Linear Blend Skinning



